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ABSTRACT The phenomenon of big data has brought home the importance of 
predictive analytics as a technology and statistical technique critical to taking the 
sting out of the big data mayhem. Although predictive analytics has been around 
for some time and has been used successfully by large companies—financial ser-
vices and supermarket retailers in particular—operating in a small number of 
industrial sectors. However, the benefits and potential of predictive analytics 
have only recently been appreciated due largely to the phenomenon of big data. 
This new-found appreciation of predictive analytics is coupled with a desire by 
many corporate organisations not only to inform strategic business decisions 
with evidence, but also to predict future trends with a high level of confidence. 
While many organisations are able to use predictive analytics technology with 
greater success, the outcome for some organisations has been less than success-
ful. This paper argues that predictive analytics can only achieve so much and that 
the technology can be limited by errors of omission or commission on the part 
of businesses and their analytics teams, and suggests a number of measures that 
users can take to minimise the limitations of predictive analytics. The paper con-
cludes that although some machine learning algorithms based on artificial intelli-
gence are increasingly being used to minimise aspects of limitations of predictive 
analytics but with ever present danger of lurking variables or unknown factors, 
there is no sustainable alternative to good data quality assurance.  
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Introduction 
 
In the recent years, predictive analytics has been transformed by the phenome-
non of big data, the innovation that surrounds the use of digital information. 
These datasets—85% of which are non metric data or unstructured (SAS Insti-
tute, 2012)—are huge and complex in volume, velocity, variety, veracity and 
variability they are significantly beyond the capability of standard data processing 
and analytic tools, and even threatens traditional computing architectures 
(Ogunleye, 2014).  
     Predictive analytics can be conceptualised as both an analytical process and 
technology. OPCC (2012, p.3) conceptualise predictive analytics as a ‘general 
purpose analytical process that enables organisations to identify patterns in data 
that can be used to make predictions of various outcomes, not all of which have 
an impact on individuals.’ But predictive analytics is more than an analytical 
process: it combines human skills and capability with technology such as ma-
chine learning of patterns in current and historical data and the application of 
algorithms not only to identify patterns in the data but also to forecast future 
probabilities of the outcome of those patterns (Ogunleye, 2014). According to 
Miller (2014, p.2): 

 
Predictive analytics, like much of statistics, involves searching for 
meaningful relationships among variables and representing those 
relationships in models. There are response variables—things we 
are trying to predict. There are explanatory variables or predic-
tors—things we observe, manipulate, or control that could relate 
to the response. 

 
It is these generally accepted conceptions of predictive analytics that have given 
organisations confidence to deploy and, for large organisations in particular, 
embed predictive analytics in functional and operational decision making 
(Accenture, 2013) to ensure that decisions are based on hard evidence. In other 
words, these widely accepted conceptions of predictive analytics have enabled 
data-driven organisations  not only to take the sting out of the big data mayhem 
but also strengthen their ability to ‘generate better decisions, and greater consis-
tency’ (CGI, 2013, p. 2).  
     What is clear from the foregoing discourse is that people, tools 
(technologies) and algorithms are critical in any predictive analytics project as 
shown in figure 1. 
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Minimising limitations of predictive analytics 
 
Like some technologies or statistical techniques, predictive analytics has its limi-
tations. However, predictive analytics as conceptualised above can only be lim-
ited by errors of omission or commission on the part of businesses, users of pre-
dictive analytics and their analytics teams. Since so much depends on human 
input (figure 2) in making any predictive analytics project successful, the likeli-
hood of human errors cannot be over stated. Thus, a major consideration in the 
deployment of any predictive analytics project is subject knowledge or the ex-
tent to which an organisation is familiar with the concepts of predictive ana-
lytics. In other words, before the project is launched or embarked upon, busi-
nesses and their analytics team need to have a deeper understanding of the con-
cepts of predictive analytics noting in particular is involved in operationalising 
predictive analytics and how people, tools and algorithms are connected, issues 
in predictive analytics, and the application of predictive analytics to big data (see 
Ogunleye, 2014). The following paragraphs highlight some of the practical limi-
tations of predictive analytics. 

Environment 
(People) 

Model 

(Algorithms) 

Architecture 
(Technologies) 

Figure 1: Predictive Analytics Triangle—people, algorithms and technologies  
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Figure 2: Analytics and human input (Source: Gartner, NG00254653, September 2013 

in FICO, 2013, p. 3) 
 

Quality of data  

 

A significant limitation of predictive analytics relates to the quality of the data 
sets. As a statistical technique, data is central to predictive analytics and it is im-
portant that organisations especially their analytics teams have a deeper knowl-
edge of the quality of the available data before investing in predictive analytics 
technology (see also McCue, 2007).  
     A recent study by Andreescu, et al. (2014, p.15) has underlined the signifi-
cant of good quality of data in analytics projects. Andreescu, et al found that 
poor data could ‘cause serious consequences for the efficiency of organizations’ 
and that poor attention to ‘quality issue could potentially lead to erroneous data 
mining and analysis results which in turn could lead to severe consequences, 
financial or otherwise.’ To prevent the likelihood of poor data being used in 
predictive analytics, Ogunleye (2014) posits that it is important that analytics 
teams secure the integrity of data and super secure in their judgement that the 
data is free of bias or that bias has been corrected and everything else that goes 
with operationalising predictive analytics—including (predictive) model devel-
opment and implementation, monitoring, calibration and re-calibration. This 
process of assuring and measuring data quality involves data preparation, clean-
ing and formatting—all of which are essential for data mining, ‘the process of 
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discovering interesting patterns and knowledge from large amounts of 
data’ (Han, et al. 2011, p6).  
Two issues are also worth mentioning. First, lack of historic data as a limitation 
can be minimised by re-creating the data ‘back in time’ as Jain (2015) has ar-
gued. Second, it is possible to use artificial intelligence based on machine learn-
ing algorithms to minimise the impact of data quality on the outcome of predic-
tive analytics—for example, to reduce noise, correct errors and address biases 
especially when data are mixed and contain thousands of independent variables. 
The only proviso is that, with the ever present danger of the so-called lurking 
variables or unknown factors, good algorithms might not be a sustainable alterna-
tive to good data quality assurance.  
 
Model and modelling 
 

Model refers to a ‘representation of the world, a rendering or description of 
reality, an attempt to relate one set of variables to another’ (Miller, 2014, p. 2). 
Modelling, therefore, is a mathematical representation of an entity and very 
important in any predictive analytics project. According to Dickey (2012): 
 

Predictive modelling is a name given to a collection of mathemati-
cal techniques having in common the goal of finding a mathemati-
cal relationship between a target, response, or “dependent” vari-
able and various predictor or “independent” variables with the goal 
in mind of measuring future values of those predictors and insert-
ing them into the mathematical relationship to predict future val-
ues of the target variable.  

 
As modelling is important in predictive analytics, it can also be a major limita-
tion if the modelling process is not well understood. As Taylor (2012) explains, 
themodels’ (Miller, 2014, p.2). So, whatever the type predictive of model/s is 
deployed—be it regression or classification—an important issue for considera-
tion is the level of user discretion that is considered acceptable. User discretion, 
judgement and experience (or lack of them) will have impact on the outcome of 
predictive analytics. Thus, without an effective model life-cycle management 
build into the production system or environment, predictive analytics project 
will not archive desire results (see also Chu, et el., 2007). Similarly, a predic-
tive modelling based on an out-of-date or incorrect data might ‘wrongfully 
skew’ analytics results (Viswanathan, 2013) or leads to wrong conclusions 
(Heger, 2014).   
     In deploying modelling in predictive analytics, there is, sometimes a lack of a 
clear understanding of the difference between ‘prediction’ and ‘projection’ and 
how the two terms compare. Although both ‘projection’ and ‘prediction’ have 
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the term ‘forecast’ in their meaning, but an understanding of how the two terms 
compare is very important. Prediction is about the predicting future trends and 
projection is about projecting (forecasting) events. Analytics teams might run 
into trouble when projections are used to predict future trends when the under-
lying assumptions, implicit and explicit assumptions, of their models are not 
constant or, at best, susceptible to seasonality trap. In other words, when analytics 
teams are not clear about how the two terms compare, they might not be able 
to guarantee the stability in the phenomenon to be predicted (see also Elkan, 
2013).  
     Additionally, there is a general tendency to equate correlation with causa-
tion. As Viswanathan (2013) argues there is evidence to ‘mistake’ correlation 
for causation in predictive analytics especially if the latter is conceptualised as in 
Miller (2014, p.2), involving ‘searching for meaningful relationships among 
variables and representing those relationships in models’. Coefficient of Corre-
lation highlights the linearity of relationships between variables in the model or 
data item, but implies little about the nature of those relationships. Thus, in 
making judgement about how the two terms—correlation and causation— 
compare in predictive analytics results, the nature of the organisation and the 
phenomenon to which the statistical technique applies are a significant consid-
eration. As Huang (2013, p. 1) argues: 
 

Genetics and molecular biology have historically been blessed with 
simple cases of unidirectional, linear causality, which have taught 
us a great deal about gene function, but also stifled the intellectual 
embrace of mutual causation. .. Thus, unintentionally, equating 
correlation with causation is warranted in complex, networked 
systems where positive feedback loops are a characteristic feature 
and entail mutual causation. Understanding such relationships will 
help optimize approaches to disrupting the cycle—for instance, by 
treating certain symptoms. But it will also open the door to the 
deeper cause: what kicked off the causation cycle in the first place? 

 
Return on investment   

 
The return of investment (ROI) is an often-overlooked limitation in predictive 
analytics projects. There is evidence that return of investment is as higher as 
250% in predictive analytics projects, compare to the 89% return of investment 
of projects that focused solely on accessing information and seeking internal 
gains in productivity, according to a survey by the International Data Corpora-
tion (Vesset and Harries, 2011). There is also evidence that many organisations 
deploy predictive analytics projects with little or no cognisance of the return on 
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investment and those organisations that did have ‘struggled to see a meaningful 
ROI (Accenture, 2013). 
     Historically, the return of investment is conceptualised in financial term, 
used as a critical performance evaluation tool for financial returns and costs. 
However, in the recent decades, the concept of return of investment has been 
extended to and applied in a range of contexts including information system 
especially when organisations were  making decisions about acquisitions of intel-
lectual property or software (Botchkarev and Andru, 2011).   
     Operationalising predictive analytics involves a sizeable amount of invest-
ments in people, tools and technology.  An earlier survey by the IDC (Harries, 
2003) found that predictive analytics projects required significant higher levels 
of investment. Even though the IDC survey took place over a decade ago, the 
levels of investment required for predictive analytics project remain high (see 
Accenture, 2013). Take human resources, for instance, investment begins well 
before the initial model-build and the continuous maintenance phases. This in-
vestment in human resources is particularly justifiable given the rate at which 
models deteriorate over time (Jain, 2015).  
     With regards to the methodological approach to or the process of calculating 
return of investment, there is no universally agreed formula or method for cal-
culating.  A lot depends on individual organisations and the context in which an 
organisation deploys predictive analytics. However, it is generally accepted that 
calculating ROI will compare technology and labour costs with before- business 
results and after-business results. Additionally, as McCann (2014) explains: 
 

... Many companies run controlled studies where, for example, a 
new marketing tactic suggested by the analytics is directed at a por-
tion of an audience, with the benefit quantified by comparing it 
with results for a control group. 

 
What is clear from the foregoing is that irrespective of the methodological ap-
proach, an organisation should strike a balance between the available resources 
and the ROI before deploying predictive analytics technology.  
 
Legal and ethical 

 

There are legal and ethical limitations to the deployment of predictive analytics, 
especially where a company operates in different jurisdictions or cultures. The 
way information about customers are kept and mined and the ‘extent to which 
data mining’s outcomes are themselves ethical’ with respect to individual cus-
tomers in corporate and non organisations (Johnson, 2014; EDUCAUSEreview, 

2013; Kay, et al., 2012) should conform to the highest ethical standards. Ac-
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cording to Schwartz (2010, p.3), it is critical that an organisation ‘assess 
whether its decision-making with analytics reflects legal, cultural, and social 
norms about acceptable activities and take steps, when needed to comply with 
these norms.’ (See also Johnson, 2013; OPCC, 2012). 
 
Business case for predictive analytics 

 
A limitation of predictive analytics is a perception that the case for a predictive 
project has to be about technologies or has to be predicated on information 
technology infrastructure.  Any decision to deploy predictive analytics must re-
flect the business proposition. This is what Heger (2014, p. 47) says about any 
organisation considering a big data analytics project, an argument that also ap-
plies to any predictive analytics project: 
 

Any company considering a Big Data project has to first evaluate 
the business cases, specify the goals and objectives, and stipulate 
the outcomes of the proposed Big Data initiatives. After the people 
and business impact and outcome is clearly understood, the IT ca-
pabilities and requirements can be evaluated. Developing a road-
map of how to achieve the desired business outcomes provides the 
organization with the understanding of what is required from a 
financial and organizational perspective.  

 

It is therefore important to understand the business and people aspects of any 
predictive analytics project. It is important that the case for predictive analytics 
starts with a business problem/preposition that requires a multidisciplinary 
team of data scientists, statisticians, data analysts as well as individuals with risk 
management expertise. It is important that members of the multidisciplinary 
team come together and agree on how predictive analytics technology can be 
used to address critical business problems. A central part of the role of the ana-
lytics team is therefore to demonstrate how businesses can seamlessly and effec-
tively align predictive analytics with IT decisions (Boris, 2014).  
 
Human factor 

 
An often-overlooked issue in predictive analytics is the challenge pose by human 
factor. The introduction of predictive analytics technology will require attitudi-
nal change and people in the organisation who have used to making decision 
based on intuition or gut feeling and who considered themselves an essential 
part of the existing decision making process might feel that their toes are being 
stepped on. These individuals have an interest to protect—which is to make 
sure that no machine takes over their jobs! They need to be listened to, won 
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over and assured that the predictive analytics technology is required solely as a 
decision making-supporting tool for the organisation. It is therefore important 
that champions of predictive analytics anticipate the human relations challenges 
that might arise as a result of the introduction of predictive analytics technology. 
In other words, these champions should be mindful of concerns by those in the 
organisations who might have reservations about the project. 
 
Conclusion 
 
The phenomenon of big data occasioned by the recent explosion in digital data 
has underlined the significance of predictive analytics as both a technology and 
statistical technique critical to taking the sting of the big data mayhem. Although 
predictive analytics has been around for some time and has been used success-
fully by large companies operating in a small number of industrial sectors, it was 
only in the recent years that the benefits and potential of predictive analytics 
have been appreciated. Predictive analytics offers data-driven organisations in 
particular and users alike tremendous benefits—the main being the ability to 
base operational and functional decisions on hard facts and the ability to embed 
analytics across enterprise operations and functions. Thus, predictive analytics is 
new approach to decision making as the technology enables organisations to 
make real time predictions with high a degree of confidence. However, predic-
tive analytics has its limitations. The main limitation is quality of data. Out-of-
date or incorrect data can skew analytics results or produce wrong or incorrect 
conclusions. Although, it is possible to use artificial intelligence based on ma-
chine learning algorithms to minimise the impact of data quality on the outcome 
of predictive analytics, but with the ever present danger of lurking variables or 
unknown factors, good algorithms cannot possibly be a sustainable alternative to 
good data quality assurance.  
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